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Abstract  

This paper presents a novel approach for query based neural network 
learning. Consider a layered perceptron partially trained for binary classifi- 
cation. The single output neuron is trained to be either a 0 or a 1. A test 
decision is made by thresholding the output at, say, i. The set of inputs 
that produce an output of i, forms the classification boundary. We adopted 
an inversion algorithm for the neural network that allows generation of this 
boundary. In addition, for each boundary point, we can generate the clas- 
sification gradient. The gradient provides a useful measure of the sharpness 
of the multi-dimensional decision surfaces. Using the boundary point and 
gradient information, conjugate input pair locations are generated and pre- 
sented to an oracle for proper classification. This new data is used to further 
refine the classification boundary thereby increasing the classification accu- 
racy. Thc result can be a significant reduction in the training set cardinality 
un compsrison with, for example, randomly generated data points. 

1 Introduction 

Multilayer perceptrons are feed-forward neural networks, which 
have one or more layers of hidden neurons between the input 
and output layers. When a network is trained, it is used to gen- - 
erate output response vector given the input test vector. The 
converse problem of generating input vectors corresponding to a 
given output vector is referred to as inversion. The inversion of 
a network midway between two classifications results in a clas- 
sification boundary. This boundary is the locus of vector that, 
with respect to the neural network's representation of the train- 
ing data, is highly confusing. Evaluation of the gradient at  these 
~ o i n t s  is a measure of the classification sensitivity there. 

Inversion of t h e  Mult i layer Percept rons  The inversio~l of 
a network will generate the input {aj(0)) (or inputs) that can 
produce the desired output vector (see Figure 1). By taking ad- 
vantage of the duality between the weights and the activations 
in minimizing the mean squared error between the the desired 
target values and the actual output values, the iterative gradient 
descent algorithm can also be applied to obtain the desired input. 

d E  
aj(0) -e== aj(0) - 7 - 

daj(0) 
(4) 

The idea is similar to the BP algorithm, where the error sig- 
nals are propagated back to tell the weights the manner in which 
to change in order to decrease the output error. The inversion al- 
gorithm back-propagates the error signals down to the input layer 
t,o ~ ~ p d a t e  the activation values of input units so that the output 
error is decreased [2]. 

Learning - 
Input Binary Output 
Patch ~lkments Multilayer Frequency 
{a (0) =O or I}  Feedforward Response 

Network {a,(L) = f(a(O))] 

- Inversion 
The system dynamics in the retrieving phase of an L-layer 

neural net can be described by the following equations: Figure 1: Learning and inversion of a multilayer per,, !,, , , 

2 Boundary Search and Gradient Conr- 
( I )  putat ion 

a ; ( l + l )  = f ( u ; ( l + l ) )  l < i < N , + l ,  0 < 1 5 L - 1 ( 2 )  
B u u n d a r y  Search  for  Region of M a x i m u m  Ambiguity Af- 

where a,[l) denotes the activation value of the jth neuron a t  the tei ,i multilayer perceptron is well trained by the BP algoritl~m. 
1lh layer and f is the nonlinear activation function. it is very instructive to locate the classification boundary (or the 

region of maximum ambiguity). Without loss of generality and 
Learning of t h e  Mult i layer Percept rons  The learning phase also for simplicity of illustration, only a binary classification (two 
of a multilayer perceptron uses the back propagation (BP) learn- class) example is given below. We want to train a single output 
ing rule, an iterative gradient descent algorithm designed to mini- neuron, al(L), to be either "0" or "1". A good strategy is to 
rnize the mean squared error between the the desired target values evaluate the boundary corresponding to an output value of 0.5. 
and the actual output values [I]: This can be done by inverting the network with several randomly 

selected initial input data points. The inversion algorithm will 
d E  

wij(l) +== wij(l) - 7 - (3) take some trajectory and gradually move each initial input data 
awij(1) toward one specific boundary point. 

where E = $ ~2 (ti - a;(L))'. A neural network with a single hidden layer of 10 neurons 
was trained with 50 randomly selected 2-dimensional data for 
hexagonal classification region (see Figure 2(a)). A perspective 
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the inversion algorithm (see Figure 3(a)). We would expect this 
boundary becomes closer to the target hexagon as the size of the 
training set increases (or sometimes the length of the training 
iteration increases). For classification of multiple classes, where 
each class (say, the k-th) is represented by the k-th output neuron, 
the boundary (or the region of maximum ambiguity) for the k-th 
class can be also located by searching the points (in the input 
space) which give rise to 0.5 activation value for the k-th output 
neuron regardless the values of other output neurons. To be marc 
specific, the E measure in Eq. 4 is computed based only on the 
square difference between the target value and actual value of 
k-th output neuron; 

k=l 

where the initial values are given as ekj( l)  = fl(uk(l))wkj(l). 
Figure 3(b) illustrates the magnitude of gradient of each in- 

verted boundary point shown in Figure 3(a). 

1 
E = - (tk - u ~ ( L ) ) ~ .  

2 

Figure 3: (a) 30 classification boundary points corresponding t.o 
an output of 0.5 were created. (b) The magnitude of gradient of 
each inverted boundary point. 

- 
data can be modeled as an oracle. An oracle has the ability, when 

Figure 2 :  (a) A neural network for hexagonal classification region. presented with an example, to give a correct classification. A cost, 
(1))  A Ix*rsp~t , ive  plot of the classification region. however, is typically associated with this query. The study of 

queries in classifier training paradigms is therefore a study of the 

Gradient Computation for Sensitivity of Functional Map- 
ping After the neural network is well trained, the functional 
mapping relationship between the input and output is established 
through the weights. For each point in the input space, we can 
compute the gradient, pkj(L), of each output neuron (e.g. the 
k-th), with respect to each input neuron (e.g. the j-th),. This 
gradient is a measure of the sensitivity of the functional mapping 
relationship. This gradient, 

manner in which oracles can provide the good classifier training 
data a t  low cost. 

One method of query learning makes use of a partially trained 
classifier. The classifier locates points of confusion which the clas- 
sifier has difficulty in classifying. These data points are then 
taken to the oracle for proper classification. The properly clas- 
sified points are then introduced as additional training data for 
the classifier. The use of queries through systematic data gen- 
eration mechanism can be viewed as an interactive learning. On 

&(L) 
ek,(L) = m' 

can be recursively computed from 

the other hand, the use of only available (or randomly generated) 
(5) data, is a passive learning. If properly done, the use of queries can 

reduce the cost of data drastically from the case where examples 
a r e  generated a t  random [3]. 
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The neural network hexagonal classification region example 
given in Figure 2(a) is again used for the query learning illustra- 
tion. There are 50 randomly selected training data used for train- 
ing. After 5000 iterations of the training, 57 classification bound- 
ary points corresponding to an output of 0.5 were created using 
the inversion algorithm and is shown in Figure 4(a). For each 
inverted boundary point, a conjugate training data pair based on 
the magnitude of gradient were also created (see Figure 4(b)). 
More specifically, two points lying on opposite sides of the line 
passing through the boundary point and ~erpendicular to the 
boundary surface are located, with their distances to the corre- 
sponding boundary point equal to l/lek,(L)I. The motive be- 
hind the selection of this conjugate pair comes from the desire to 
sharpen the boundary between two distinct classes by narrowing 
the regions of ambiguity. The oracle will provide true classifica- 
tion (1 or 0) for those newly generated query points. If all three 
points (the boundary point as well as the conjugate pair) fall into 
the same class, we neglect the conjugate nair and keep only the 
boundary point as part of the new training data. Otherwise, we 
choose all three points to be part of training data. This results in 
a total of 137 newly generated training data, which will be used to 
retrain the network along with the originally randomly selected 
50 data. Figure 5(a) shows the created conjugate pairs which 
have different classifications and the boundary points whose con- 
jugate pairs are classified as the same classes. Figure 5(b) shows 
the dramatic improvement of this query learning. The result of 
query learning was much more favorably as compared with that of 
conventional learning based on purely randomly selected training 
data with the same data set cardinality (see Figure 6(a)) or even 
a larger size (500 points) of training data (see Figure 6(b)). This 
query learning has also been applied to real world power security 
problems, which involves the solution of a fairly complicated non- 
linear programming problem [4]. It is shown that as the training 
size increases, the relative advantage of the query based system 
increases significantly. 
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